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In single cells, variably sized nanoscale chromatin structures are observed, but it is unknown whether these form 
a cohesive framework that regulates RNA transcription. Here, we demonstrate that the human genome is an emer-
gent, self-assembling, reinforcement learning system. Conformationally defined heterogeneous, nanoscopic 
packing domains form by the interplay of transcription, nucleosome remodeling, and loop extrusion. We show 
that packing domains are not topologically associated domains. Instead, packing domains exist across a structure-
function life cycle that couples heterochromatin and transcription in situ, explaining how heterochromatin en-
zyme inhibition can produce a paradoxical decrease in transcription by destabilizing domain cores. Applied to 
development and aging, we show the pairing of heterochromatin and transcription at myogenic genes that could 
be disrupted by nuclear swelling. In sum, packing domains represent a foundation to explore the interactions of 
chromatin and transcription at the single-cell level in human health.

INTRODUCTION
Even as the tools to probe genome structure and function have rap-
idly advanced, the conceptual framework around structure-function 
has converged on the dichotomy between open (transcriptionally 
active, low-density, euchromatin rich, A compartment) and closed 
(transcriptionally repressed, high-density, heterochromatin rich, 
B compartment) states (1–8). There are several prominent models 
centered around this framework: loop extrusion as a barrier element 
of epigenetic spreading (9, 10), self-attraction of nucleosome mark-
ers producing segregation (11–14), and hierarchical functional as-
semblies (5, 15, 16). The central goal of all these models is explaining 
how the partitioning of the 2-m-long human genome into nuclei 
several microns in diameter produces structures that can effectively 
regulate the nuclear processes crucial for cell function: transcrip-
tion, replication, and DNA repair.

At the level of transcription, these models all face a formidable chal-
lenge: Dichotomizing the genome into two distinct groups simply does 
not account for the patterns in expression that are observed when 
chromatin is induced to transform from one state to the other (6, 7, 17–
19). Specifically, inhibiting heterochromatin enzymes does not result 
purely in transcriptional activation (17–19). Related to this paradox 
are the complexities observed in compartments and subcompart-
ments in high-throughput conformation capture (Hi-C). Ever since the 
early descriptions, compartments defied a pure delineation into active 
and inactive nucleosome posttranslational modifications (6, 7). For ex-
ample, as observed by Rao et al. (7), repressive histone markers such as 
histone 3 lysine 9 trimethylation (H3K9me3) can be as strongly corre-
lated with transcriptionally active A2 subcompartments as transcrip-
tionally active markers such as H3K4me3 (7). Likewise, the correlation 
of H3K9me3 is comparable to those of euchromatin marks in B sub-
compartments (7). Analogous to these limitations, gene expression 
cannot be predicted solely on the basis of the combinatorial presence of 
histone marks or accessibility at gene loci (20–22). These limitations 
become more pronounced when considering that inhibition of loop 
extrusion by RAD21 depletion has muted impacts on gene transcrip-
tion even as H3K9me3 increases as measured by chromatin immuno-
precipitation sequencing (ChIP-seq) (23). Compounding this problem, 
the loss of RAD21 has no discernable impact on the amount of hetero-
chromatin within spatially resolved chromatin aggregates observed on 
super-resolution imaging (24). Collectively, these findings demon-
strate that ensemble connectivity features alone may not translate into 
space-filling conformations due to potential differences between 
genome topology and chromatin conformation. Whereas topo-
logical properties such as topologically associated domains (TADs) 
are ensemble properties of thousands of cells (6, 7), chromatin confor-
mation describing the chromatin polymer at the level of an individual 
cell is not merely the observed connections. Therefore, integrating 
the concepts of transcription, accessibility, nucleosome modification, 
and loop extrusion into a cohesive system remains elusive.
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A potential solution to this challenge is to start with the observed 
structure of chromatin on nanoscale imaging techniques and then 
solve the inverse problem. There is broad consensus that the smallest 
functional physical structure of chromatin is nucleosomes organized 
as “beads on a string” or clutches (5 to 25 nm) (25). Above this scale, 
however, there is limited consensus. Using a variety of methods and 
contrast agents which include but are not limited to chromatin elec-
tron microscopy (ChromEM) (25), structured illumination (SIM) 
(24, 26, 27), single-molecule localization microscopy (SMLM) (28), 
live-cell spectroscopic nanoscopy (29), and DNA paint (26, 30–32), 
supra-nucleosome organization has been described as variably sized 
structures such as nucleosome clutches comprising a small number 
of nucleosomes (33), TAD-like domains (200 to 500 nm) (30, 31), 
nanodomains (100 to 200 nm) (26), chromatin fibers (50 to 200 nm) 
(34), chromatin domains (100 to 200 nm) (24, 35), and packing 
domains (PDs; 50 to 200 nm) (29). In this work, we tested an intriguing 
hypothesis to resolve the paradoxical behavior of transcription upon 
heterochromatin enzyme inhibition while linking these structures 
into a cohesive framework. Specifically, we hypothesized that the 
observed physical properties of ChromEM-resolved PDs reflect 
their structure-function life cycle with respect to gene transcription: 
(i) Small, low-density (nascent) domains are formed by processes 
such as cohesin-mediated loops and RNA polymerase–mediated 
promoter-promoter/promoter-enhancer interactions. (ii) The size of 
nucleosome remodeling enzymes results in preferential penetration 
of heterochromatin enzymes in areas of high density within domain 
cores to mature the structure. (iii) The produced density near do-
main boundaries provides an optimal physical scaffold for RNA syn-
thesis by stabilizing the binding of the polymerase and transcription 
factors within intermediate densities. The result is that chromatin is 
not organized into two distinct groups but into a unified, dynamic 
domain-forming system.

Collectively, this work demonstrates that (i) chromatin in vitro 
assembles into PDs independent of the cell line. (ii) PDs are hetero-
geneous with a broad distribution of sizes, density, and packing 
efficiencies that reflect their function. (iii) The act of gene tran-
scription and cohesin-mediated loop extrusion facilitates the for-
mation of nascent PDs, but this is insufficient for maturation to 
occur. (iv) Transcription, enzymatic size, density, and divalent ionic 
concentrations mechanistically maintain domain stability. (v) PDs 
do not appear to be the physical manifestation of TADs. (vi) Opti-
mal gene transcription depends critically on domain stability. We 
conclude by showing how the disruption of domain self-assembly 
from physical considerations can have physiologic consequences by 
modeling how nuclear swelling would disrupt myogenic domains 
with a focus on sarcopenia (deleterious loss of muscle mass). Given 
that sarcopenia is independently associated with all-cause adult mo-
rality and quality of life, understanding domain transformation can 
provide a mechanistic link between physical genomic organization, 
gene transcription, and human disease.

RESULTS
Chromatin PDs are the predominant supra-nucleosome 
nuclear structure
The pioneering work by Ou et al. (25) described the capacity to pro-
portionally label DNA using a photoactivatable dye (DRAQ5) and 
click chemistry of diaminobenzidine (DAB) that results in spe-
cific staining of DNA on electron microscopy (ChromEM) (25). 

This approach overcomes a major prior limitation in ChromEM, 
as in prior studies the nonspecific binding of contrast resulting 
in binding to chromatin and nonchromatin molecules. Using 
ChromEM, it was shown that individual DNA fibers and nucleosome 
assemblies form as disordered nucleosome clutches (5 to 25 nm) (25). 
To extend the capabilities of ChromEM technologies to higher-
order structures, we developed scanning transmission chromatin 
electron microscopy (ChromSTEM) with high-angle annular dark-
field tomography. In ChromSTEM tomography, the mass density of 
DNA is proportional to the intensity with a resolution of ~2 nm. 
Although ChromSTEM tomography is the only method capable of 
resolving the ground-truth physical structure of chromatin, the 
throughput is limited, and it is not now possible to delineate DNA 
density at specific genes. By pairing ChromSTEM with other modali-
ties as described below, some of these limitations can be overcome. 
Using ChromSTEM tomography, we demonstrated that chromatin 
forms into higher-order structures from these disordered nucleo-
some fibers (<25 nm) by folding into heterogeneously distributed 
PDs (50 to 200 nm) and lastly converging into space-filling territo-
ries (>200 nm) (29, 36). Physically, PDs are heterogeneous power-
law chromatin assemblies with a distribution of densities, sizes, and 
folding properties.

Several properties of PDs are obtained with ChromSTEM to-
mography: average density also known as the chromatin volume 
concentration (CVC), domain size (radius, r), the polymeric filling 
of chromatin within the domain as quantified by the mass fractal 
dimension, D, and the packing efficiency (how efficiently nucleic ac-
ids fill the domain volume) (36). While domain radius and CVC are 
relatively intuitive properties (how large and how dense a domain is, 
respectively), fractal dimension and packing efficiency are not fre-
quently described metrics of chromatin biology. However, these 
properties are crucial to translate how the polymeric structure of 
chromatin intersects with the occupied volume, as described below.

Consider a segment of the genomic length, L, e.g., 100 kbp, com-
posed of nucleosome monomers linked together by DNA. Although 
each nucleosome likely has slight variations in DNA content, for 
simplicity, it is reasonable to assume that these contain ~200 bp. This 
would produce a linear segment of ~500 nucleosomes. Contact 
probability between monomers decays as a function of the segment 
length if no constraints are present with contact scaling S, a metric 
used in polymer models and experimental methods such as Hi-C 
(6, 9, 37, 38). This indicates that adjacent nucleosomes on this seg-
ment are more likely to be in contact than those further away (e.g., 
nucleosome 250 is more likely to contact the 240/260 positions than 
the 100/400 positions). This same segment of chromatin has an ac-
companying total number of nucleotides, M, that occupies a domain 
volume with radius, r, by the mass-to-distance relationship, M(r) ∝ 
ArD. Packing efficiency, A, is a complementary measurement that 
ranges between 0 and 1, where 1 indicates that the domain volume 
is optimally filled (36).

Independent of the cell line (A549, HCT-116, and CRL-2522 
fibroblasts), we observed that PD formation occurs (Fig. 1A and 
movie S1) with distinct distributions in D (Fig. 1B), domain radius 
(Fig. 1C), CVC (Fig. 1D), and packing efficiencies (Fig. 1E). In the 
majority of cases, the domains had D > 2. Visually, PDs have a high-
density interior that decays to a low-density exterior (Fig. 1F and fig. 
S1) in all tested models, until the emergence of the transition to in-
terdomain areas (Fig. 1G) with CVC decreasing as a function of dis-
tance r from the domain center as CVC ∝ A∕r3−D, a relationship 
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that follows from the mass scaling above and confirmed via Chrom-
STEM. The CVC at domain edges typically approaches ~20% (Fig. 
1G), indicating domains transition not from high density to very 
low density but toward intermediate physical conditions. A remark-
able feature of domains is that they defy discrete binarization into 
high-density and low-density structures. As a result, domains do not 
appear to represent assemblies of two distinct chromatin phases but 
a continuous distribution of states. Consequently, these domains are 
best defined not by high internal density but by the power law scal-
ing internal conformation of the chromatin polymer, i.e., conforma-
tionally defined domains.

Pairing the information of domain size and packing efficiency, 
we hypothesized that although ChromSTEM imaging is performed 
on fixed cells, in principle, the cross section of observed domains 
provides information on their lifecycle. Specifically, we hypothe-
sized that high packing efficiency could be consistent with mature 
domains; large, low packing efficiency domains could be consistent 
with decaying domains; and small, low packing efficiency domains 

could be consistent with newly forming (nascent) domains. Collec-
tively, this suggested that domains existed in a unified, dynamic 
domain-forming system, but this could not be delineated with elec-
tron microscopy experiments alone. As explored below, pairing do-
main states with molecular interactions requires integration of 
mathematical modeling, polymer simulations, and nanoscale mo-
lecular imaging.

Long-range chromatin interactions, nuclear density, 
excluded volume, and ionic interactions influence the 
structure of domains
Since domains did not separate into two dichotomous groups, we 
next considered what processes could produce a continuous distri-
bution of structures. To do so, we turned to polymer modeling. The 
simplest polymer model of a chromatin segment is a random walk 
(Fig. 2A). Each nucleosome monomer is linked by a fixed distance, 
and two nucleosomes cannot occupy the same space (Fig. 2A). 
An interesting observation of this model is that, without any other 
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Fig. 1. PDs are the predominant supra-nucleosome structure independent of the cell line. (A) High-resolution mean projection from ChromSTEM in A549, BJ, and 
HCT-116 cells with a representative domain tomogram from the A549 cell. Scale bars, 200 nm. Domain size, 200 nm by 200 nm. (B to E) Analysis of structural properties of 
domains for these distinct cell types demonstrates heterogeneity of domain structures by cell type. (B) Scaling of chromatin packing ranges between two and three in all 
cell types. (C) Domain radius typically range from 50 to 200 nm between all cell lines. (D) Variations in CVC within domains are observed. (E) Quantification of chromatin 
packing efficiency. (F) Representative spatial distribution of density from domain interiors toward their periphery demonstrates a conserved, power-law geometry with a 
decay to the average nuclear density at the periphery. Domain boundary for blue (68 nm), black (86 nm), and green (72 nm).

D
ow

nloaded from
 https://w

w
w

.science.org on January 10, 2025



Almassalha et al., Sci. Adv. 11, eadq6652 (2025)     10 January 2025

S c i e n c e  A d v a n c e s  |  R e s e ar  c h  A r t i c l e

4 of 24

constraints, it can only statistically produce a fractal dimension of 
D = 2. This is a consequence of the Central Limit Theorem: The sum 
of N steps with independent jump vector distributions having a 
finite expectation and a variance is normally distributed with the 
variance proportional to N; this ensures that the spatial extent of the 
random walk (e.g., the radius of gyration) scales as ∼N1∕D with 
D = 2 (37). In contrast, most PDs observed using ChromSTEM have 
2 < D < 3. Several modifications have been attempted to overcome 
this limitation. One approach is to produce physical confinement, 
which produces the fractal globule which is a limiting case where 
D = 3 (Fig. 2A) (6, 37). In both approaches, it is not possible to pro-
duce the domain states observed on ChromSTEM while maintain-
ing the visually apparent corrugation (gaps between domains; Fig. 
1A). An alternative strategy is to apply attractive potentials between 
different monomer segments (A attracts A, and B attracts B), but 

this would require a priori segment information and produce di-
chotomous segments without a continuous mass density decay (Fig. 
2A) (9, 11–13, 38–41).

We previously described an alternative approach centered on the 
concept of a stochastically returning random walk (SRRW) (42). In 
SRRW, “returns” are a mathematical concept stating that a segment 
has a probability, p, of returning to a prior point and a probability 
1-p of taking a forward step to a subsequent point. In SRRW, step 
sizes are not a single fixed distance. Instead, the size of any step was 
modeled as an inverse power law distribution where short steps 
were more likely, but long steps still rarely occurred. Last, the likeli-
hood of a return or forward step itself depended on the distance 
traversed in the current step. The longer the current step, the less 
likely for a return to occur (Fig. 2, A and B). The main limitation in 
SRRW is that the segments do not occupy a physical volume (they 

B C
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Fig. 2. Stochastic returns and excluded volume influence domain interactions with remodeling enzymes. (A) Schematic representation of modeling frameworks in 
chromatin. A random walk and a confined random walk are cases of nucleosomes with fixed distances. In both cases, the produced structure results in a limiting case of 
chromatin domains with a D = 2 (random walk) and D = 3 (confined random walk or fractal globule). Forced attractions can produce more complex structures, but the 
discrete partitions result in two separated structures (low density, A; high density, B states). Stochastically forced returns that depend on the distance between the nucleo-
somes produce corrugated, mass-fractal structures that resemble ChromSTEM-resolved domains. These have a continuous decrease in density from high-density cores 
(red) to intermediate conditions (yellow) and lastly to outer zones (blue) before transition to interdomain space. (B) Representative chromosome fragment from SR-EV 
demonstrating the formation of chromatin PDs due to the intersection of stochastic return events and the excluded volume of monomers (nucleosomes). (C) The mo-
lecular mass in kilodaltons versus the radius of gyration, Rg, in nanometers predicted from AlphaFold configurations organized by enzyme function (red, heterochromatin; 
yellow, transcription factors; blue, euchromatin). Euchromatin enzymes have a radius that is approximately twice the size of heterochromatin enzymes, P < 0.001. 
(D) Simulated protein penetration relative to the average penetration as a function of size demonstrating preferential localization of larger enzymes to low-density re-
gions (CVC < 0.1) and small molecules minimally affected by higher CVC. (Black, 1-nm radius, small molecule. Red, 3-nm radius, heterochromatin protein. Yellow, 4.5-nm 
radius, transcription factors. Blue, 6-nm radius, euchromatin protein). (E) Molecule size results in differential localization as a function of domain CVC in SR-EV configura-
tions with increased relative concentration of smaller molecules to domain interiors (3-nm heterochromatin versus 6-nm euchromatin enzyme is shown).
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are dimensionless). In SRRW, therefore, segments cannot interact 
with one another, chromatin remodeling enzymes, or polymerases. 
In SRRW, crucial physical attributes, such as the nuclear volume, do 
not affect the nodes and branches (42). We addressed this limitation 
recently by turning this mathematical framework into a polymer 
model where each segment was modeled as a nucleosome disk, the 
so-called stochastic returns with excluded volume (SR-EV) model 
(Fig. 2, A and B) (42). SR-EV retains the mathematical framework of 
SRRW, but since the segments are now space-filling nucleosomes, it 
is easier to interpret what steps and returns represent in the context 
of biological processes and chromatin structures.

In eukaryotic nuclei, a nucleosome can interact with neighboring 
nucleosomes due to a combination of short- and long-range process-
es. These include the activity of heterochromatin- and euchromatin-
modifying enzymes, nucleosome-nucleosome bridging [e.g., 
heterochromatin protein 1 (HP1) cross-linking], cohesin extrusion 
(23,  43,  44), transcription-mediated promoter-promoter (P-P) in-
teractions (28, 41), promoter-enhancer (P-E) interactions (43), and 
stochastic contacts from confinement of the genome in three-
dimensional (3D) space (45). The distribution of steps produced by 
these factors implicitly enters into the model at the level of the steps 
and returns produced. Some processes (loop extrusion, P-P, and P-
E) are unique in that they may produce forced long returns, but it is 
not necessary to explicitly define the position of forced returns to 
reproduce the domains observed on ChromSTEM. This SR-EV has 
a remarkable degree of quantitative and qualitative agreement with 
domains observed on ChromSTEM (Fig. 2B) (46), recapturing the 
distribution of sizes, CVC, and D values (46). As we explore below, 
when pairing these considerations with the physical properties of 
nucleosome remodeling complexes (heterochromatin enzymes are 
small, euchromatin enzymes are large), it has profound implications 
on the role of domains in transcriptional reactions.

It is immediately clear that without predefining monomer-
monomer attractive forces or fixed loop extrusion as barrier ele-
ments, SR-EV creates the domain structures observed above in Fig. 
1 (46). Two critical features from SR-EV and ChromSTEM tomog-
raphy (Figs. 1 and 2) are immediately evident: (i) Domains are the 
predominant chromatin physical structure, and (ii) they are not 
produced by dichotomous segmentation into hetero- and euchro-
matin. An approach with dichotomous segmentation would not 
produce the continuous, mass-fractal behavior of domains (density 
gradually decaying from the center as an inverse power law of the 
radial distance ∝ 1∕r3−D) with 2 < D < 3 but would instead create 
discrete partitions. Instead, stochastically encoded forced returns 
are necessary for domains to form with the experimentally observed 
geometry. The fact that forced returns are critical for domains to 
form is evident from the Central Limit Theorem for dependent ran-
dom variables: Forced returns result in anticorrelation between 
steps that might be separated even by a large linear distance N. This 
results in an attenuated dependence of the variance of the sum of N 
steps as a function of N. While in the absence of forced returns, the 
spatial extent of a random walk ∼N1∕2, forced returns allow for the 
∼N1∕D scaling with D > 2. In the absence of such a process, mass-
fractal domains will not form (Fig. 2A).

Since forced returns may generate nascent domains, it is worth 
now considering the structure of nucleosome remodeling complex-
es, cohesin subunits, and RNA polymerases. All of these are known 
to be multisubunit protein complexes, and as such, they also occupy 
space in the nucleus. While it is difficult to know whether these 

multisubunit complexes assemble in situ onto DNA sequences 
or are preassemble within the cytoplasm, as a first approxima-
tion, we investigated the effect of enzymes size in how it inter-
acts with domains.

Building on the excluded-volume concepts introduced by Matsuda 
et  al. (47), Putzel et  al. (48), Maeshima et  al. (49), and Miron 
et  al. (24) in chromatin, molecular size can define what areas are 
accessible and inaccessible. This principle is widely used in molecu-
lar biology techniques like Western blots where a 1-nm protein can 
more easily and quickly traverse the gel than a 10-nm protein when 
subjected to an electric field with equivalent charges. In contrast to 
a gel, chromatin domains are heterogeneous structures and can un-
dergo chemical reactions with the molecules they interact with (e.g., 
transcription). Using AlphaFold, we converted protein mass for 
these nuclear enzymes into approximate protein sizes (50). From the 
AlphaFold-predicted configurations of heterochromatin enzymes, 
euchromatin enzymes, and transcription factors, we calculated the 
radius of gyration (Rg) of each protein and found that, on average, 
euchromatin enzymes were significantly larger than heterochroma-
tin enzymes (Rg of ~5.5 nm in comparison to ~3 nm) (P value < 0.001; 
Fig. 2C and table S1) with enhancer of zeste homolog 2 (EZH2) 
(Rg of 3.95 nm) which catalyzes the formation of H3K27me3 as an 
interesting outlier.

Using configurations generated by SR-EV, we measured the relative 
penetration of a 1.5-nm small molecule, a 3-nm “heterochromatin” 
protein, a 4.5-nm transcription factor, and a 6-nm “euchromatin” 
protein as a function of domain density. This intrinsic property 
when paired with SR-EV configuration results in spatial preferences 
of larger, euchromatin proteins to the domain periphery with pref-
erential localization of smaller heterochromatin proteins to the 
dense domain interiors (Fig. 2D). Heterochromatin enzymes were 
much less likely to be found at the periphery of domains, with a 
fourfold abundance in their relative concentrations at high-density 
interiors compared to euchromatin ones (Fig. 2E). The RNA poly-
merase core subunit has an Rg of ~5 nm that is comparable to eu-
chromatin enzymes (tables S1 and S6). It would likely localize in the 
interdomain space when it is inactive. However, a crucial attribute of 
transcriptional machinery is that it operates best with an intermedi-
ate degree of crowding. This occurs from competition between the 
entropic gain of the polymerases remaining bound to DNA during 
intermediate reactions and the diffusion rates of the reactants. The 
low chromatin density outside of a domain increases the diffusion 
rates of transcriptional reactants at the expense of their binding con-
stants; the high-density chromatin cores are inaccessible to most 
reactants, whereas the “ideal” conditions at the intermediate periph-
ery of a mature domain optimize both rate-limiting processes (dif-
fusion, intermediate reaction complex stability) due to the excluded 
volume effects (47, 51–53). As such, the optimal conditions for tran-
scription reactions are not on the outer zone but within an interme-
diate ideal physical zone (29, 47, 52–54).

Last, a consideration that arises from the observation of high-
density centers within domains is the regulation of the electrostatic 
charges from the large concentration of DNA within domain interi-
ors. Functionally, the posttranslational modification of histone pro-
teins helps to buffer these charges in conjunction with the local ion 
concentrations (Na+, K+, Ca2+, Mg2+, etc.) (55–57). As such, ma-
nipulation of ion concentrations would also be expected to exert an 
effect on domain stability with the loss of divalent ions (Ca2+ and 
Mg2) anticipated to result in domain collapse.
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A phenomenological model of chromatin 
domain self-assembly
Motivated by these observations, we hypothesized that a framework 
based on the domain life cycle could explain the paradox of why 
inhibiting heterochromatin enzymes can disrupt transcription. We 
postulated that the domain life cycle depended on three rules that 
intersected with transcriptional reactions. (i) Long steps from a 
forced return (cohesin, P-P, and E-P interactions) create nascent do-
mains. This occurs because a local density pocket is formed that re-
sults in some preferential positioning of hetero- and euchromatin 
enzymes but not to the extent observed in mature domains. (ii) Do-
main maturation depends on the preferential localization of en-
zymes within centers, ideal zones, and peripheries. Maturation is 
not guaranteed to happen from a nascent domain unless a critical 

mass is initially reached to produce the preferential position of 
hetero- and euchromatin enzymes. (iii) Transcription accelerates 
at the formed ideal physiochemical zone due to the stabilization of 
the intermediate complexes (Fig. 3A). Once active transcription is 
entrenched, domain boundaries arise from the polymerase acting as 
a barrier in the ideal zone to prevent domain swelling due to its pref-
erential function in this space.

To couple these processes into testable predictions of PD 
structure-function, we developed a mathematical model of these 
processes. This model pairs the mass-fractal physical properties of 
domains in their life cycle with the reaction processes above (see 
the Supplementary Material model for derivations). Capturing the 
mass-fractal–like properties of domains is crucial, as these proper-
ties generate a functional “interface zone” that is absent in domain 
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Fig. 3. A phenomenological model of domain self-assembly. (A) Visual schematic of domain structures within the nucleus demonstrating their intersection with RNA 
polymerase, cohesin, and nucleosome modifiers. Nascent domains and mature domains represent temporally evolving processes due to the intersection of nucleosome 
remodeling with return/loop-mediating processes. Proposed three-rule framework for domain assembly, stabilization, and function. Rule 1. The process of returns creates 
local density variations resulting in nascent domain formation. Rule 2. The excluded volume properties of domains and nucleosome remodeling enzymes result in prefer-
ential localization of heterochromatin remodeling enzymes to the interior of domains. Rule 3. Transcription depends nonmonotonically on local crowding and requires 
optimal zone configurations to accelerate. CTCF, CCCTC-binding factor. (B) Model predictions of the effect of transcriptional activation on the total number of observed 
loops (blue), entropic loops (green), and polymerase-mediated loops (purple) over time after transcriptional initiation. The negative frequency of entropic loops denotes 
the loss of entropically mediated loops over time as transcriptionally mediated loops and total loops increase. (C) Model predictions of the change in CVC overtime fol-
lowing initiation of transcriptional reactions at 1 hour with resulting accumulation of heterochromatin within the domain interior. Inhibition of transcription results in the 
converse phenotype with the decrease in density and loss of heterochromatin formation. (D) Consequence of transcriptional activity on polymer scaling, D, within do-
mains after initiation at 1 hour demonstrating the maturation of domain structures with transcriptional activation (D 2.2 ➔ 2.8).
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models with solid or condensate structures. In condensate models, 
the interface is a negligible portion of the structure, reducing its 
functional capacity. In contrast, the mass-fractal structure on 
ChromSTEM allows for a large interface area where reactions can 
occur (Fig. 1).

One can reasonably start with a relaxed segment of chromatin in 
a confined nucleus without nucleosome modifications as this may 
reflect a sufficiently large segment of chromatin as the cell exits mito-
sis. Nascent domains could be formed by three processes capable of 
generating forced returns: transient contacts from spatial confine-
ment, loop extrusion, and transcriptionally mediated contacts. This 
specifically occurs as these three processes produce a small pocket of 
local density, the size of which depends on the strength of the process 
(e.g., many P-P interactions in a short distance would produce a 
larger number nucleosome-nucleosome juxtaposition). The local 
density distribution produced creates a gradient for enzyme penetra-
tion that depends on their size and the excluded volume produced 
within this region. If this local density gradient is sufficiently high, 
then it results in preferential positioning of heterochromatin en-
zymes toward the interior and euchromatin enzymes near the outer 
zone and in the interdomain regions. Gene transcription reactions 
represent the most interesting case, since these reactions are non-
monotonically dependent on local density (peak efficiency, ~0.2 to 
0.35) (29, 47, 53, 54). As a result, transcription can both create do-
mains and benefit from their formation from the resulting creation 
of an ideal functional “interface” zone in mature PDs.

One can visualize the model in the context of transcription as 
follows. Considering a genomic segment of ~100 kbp containing 
coding and noncoding regions spread out over a 100-nm3 volume. 
Inefficient transcription reactions (P-P and E-P) and stochastic 
contacts create a pocket of increased local density consistent 
with a nascent domain (Fig. 3, A and B). If transcription remains 
ongoing, then the density further increases within this pocket 
producing physical gradient of positions for heterochromatin and 
euchromatin enzymes due to their sizes (Fig. 3A). With respect to 
the polymeric assembly, the model predicts that domains will 
transition from a weakly assembled nascent domain (D ~ 2.2) to a 
stable-state domain (D ~ 2.8; Fig. 3, A to C). In conjunction with 
domain maturation, transcriptional loops stabilize and persist at 
the domain periphery (Fig. 3, A to D) with a resulting decrease in 
entropic loops.

The net integration of these processes is domain self-assembly 
with a mass-fractal geometry. Transcription initiates the conditions 
to create a domain, nucleosome-modifying enzymes mature the do-
mains, and transcription benefits from the created optimal zone 
while preventing further expansion. In the case of inhibition of RNA 
transcription, two processes are predicted to occur from the non-
monotonic dependence of transcription on local density. (i) A loss 
of nascent domains (Fig. 3, B to D) and (ii) unconstrained mature 
domain expansion as heterochromatin enzymes would proceed un-
inhibited outward. Reciprocally, active RNA polymerase has an op-
timal density for molecular activity, and from the model, we predict 
that the loss of heterochromatin cores could impair transcriptional 
activity by the loss of its ideal physiochemical conditions (Fig. 3A). 
As such, even where a gene is accessible, the lack of optimal condi-
tions impairs transcription. This integration provides the basis for 
understanding the mechanistic role of chromatin PDs, their forma-
tion, and function. Instead of heterochromatin and euchromatin 
being dichotomous partitions, in domain geometry, they are an 

integrated physical and functional unit. Last, this integration pro-
vides the mechanistic explanation of the paradoxically inhibition of 
transcription with inhibition of heterochromatin enzymes that is 
tested within the manuscript.

Transcriptional inhibition and RAD21 depletion result in the 
loss of nascent domains
We next set out to test the predictions of this model at the level of 
nascent domain formation. As transcription and RAD21 loop ex-
trusion produce long-range forced returns and interactions, the 
model predicts that transcriptional inhibition or RAD21 depletion 
results in primarily the loss of nascent domains. However, in con-
trast to RAD21, transcription would uniquely also act as a barrier 
element to prevent domain swelling by acting continuously along 
the intermediate zone of mature domains. To test this hypothesis, 
we used an RNA polymerase II (Pol II) auxin-inducible degron-2 
(AID2) and a RAD21 AID2 cell line and performed Hi-C on cells 
with the depletion of these long-range regulators (58,  59). As ex-
pected, the frequency of loops decreased at sites where loops were 
initially found (Fig. 4, A and B). To ensure the complete disruption 
of transcription, we then used actinomycin D (ActD) to inhibit the 
activity of all polymerases within the nucleus (60). On Hi-C with 
4-μm ActD treatment, we again observed a decrease in loop fre-
quency with transcriptional inhibition at the wild-type loci (Fig. 
4C). Both RNA polymerase II depletion and ActD treatment result 
in an increase in entropic loops as observed in the formation of 
weak loop foci and the loss of native loops (Fig. 4, B and C, and fig. 
S2). To test the effect of this depletion on domain structure in situ, 
we analyzed the change in domains observed using ChromSTEM 
tomography on cells treated with 4-μm ActD and on depletion of 
RAD21. Consistent with the predictions from our model, ActD 
treatment and RAD21 depletion both result in the loss of nascent 
domains, with a pronounced 69% decrease in nascent domains (Fig. 
4, D and E, and movies S2 and S3) upon ActD treatment.

Likewise, as predicted from transcription also acting as a barrier 
element to stabilize domains expansion, we observed the swelling of 
a subset of domains into very large structures (Fig. 4D) with low 
packing efficiency (60% increase) that was not observed on RAD21 
depletion. To test whether these predictions in domain organization 
extended into live cells, we performed live-cell partial wave spectro-
scopic (PWS) microscopy to measure chromatin-average packing 
scaling Dn and the fractional moving mass (FMM) of chromatin un-
der these conditions (29, 61, 62). While ChromSTEM measures the 
mass-fractal structure in individual domains, Dn measured by PWS 
microscopy is an ensemble average property of domains within a 
given chromatin region containing multiple domains and propor-
tional to the D of individual domains and their volume fraction 
within the chromatin region. As long-range tethering would pro-
duce small clutches of nucleosomes moving as a paired functional 
element, a decrease in FMM would be consistent with impaired na-
scent domain assembly. Consistent with the findings on Chrom-
STEM tomography, we observe a decrease in Dn and FMM on ActD 
treatment consistent with the loss of domains and impaired forma-
tion of nascent domains. Furthermore, ActD treatment on PWS mi-
croscopy results in a much larger decrease in Dn and FMM compared 
to RAD21 depletion from the loss of both nascent and mature do-
main structures resulting in an increase in decaying domains upon 
transcriptional inhibition (Fig. 4, F and G). Notably, mature PDs 
were maintained upon RAD21 depletion, and decaying domains 
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increased with ActD treatment, which were features not observed 
on Hi-C at the level of change in TADs in either condition.

Consequently, this indicated that PDs are not merely a physical 
manifestation of TADs but represented an alternative regulatory 
framework in individual cells (fig. S2F). This finding is consistent 
with prior work with SIM, showing that chromatin nanodomains 
defined by DNA staining and nucleosome modifications were found 
to be sub-TAD structures that were unaltered by the depletion of 
RAD21 (24, 26). Because of the resolution limit of SIM (80 to 100 nm), 
the challenge of converting the observed SIM signal intensity directly 

into mass density, and the challenge of mapping SIM images into poly-
meric folding, it would be difficult to probe the life cycle of domains 
observed on ChromSTEM exclusively with this modality (24, 26).

Nucleosome modifications and transcription regulate 
domain stability
As evidenced from the model and ChromSTEM tomography, 
the observed PDs may align with the various structures observed 
using SIM and SMLM if heterochromatin is observed to spa-
tially associate with active RNA polymerase and euchromatin 

A

B

C

D E

F

G

Fig. 4. Nascent domains are formed from transcriptionally mediate or cohesin-generated returns. (A to C) Analysis of native loop domains upon depletion of RAD21 
(A), depletion of RNA polymerase II (B), and transcription inhibition with 4-μm ActD (C) demonstrating the loss of loop anchors with these perturbations. RAD21 and Pol-
II depletion was achieved by 5-Ph-IAA treatment over 6 hours. (D and E) Representative PDs (200 nm by 200 nm) from RAD21-depleted cells (D) and 4-μm ActD-treated 
cells (E) showing porous structure and high-density cores are maintained in mature domains. Cross-sectional analysis of domains by size and packing efficiency demon-
strates a disproportionate loss of low efficiency, small domains with inhibition of transcription and RAD21 depletion. (F) Live-cell PWS nanoscopy in RAD21-depleted 
HCT-116 cells at 4 hours demonstrating no impact on average chromatin scaling, D, and a decrease in fractional moving mass (FMM), consistent with impaired domain 
formation but retention of overall higher-order structure. (G) Live-cell PWS nanoscopy of ActD-treated BJ fibroblast cells demonstrating a decrease in D and a decrease in 
FMM consistent with the increase in decaying domains (large, low packing efficiency) and impaired domain formation. ns, not significant. **P < 0.01, ****P < 0.0001.
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modifications as a unified, folding geometric structure described 
above (24, 26, 28, 34, 63, 64). For these structures to be related, the 
distance at which polymerase and euchromatin marks occur at the 
boundary markers of a well-formed (presumably constitutive) het-
erochromatin core due to this region corresponds to the optimal 
densities (~3 to 5× the area of the dense interior) for the euchro-
matic and transcriptional enzymatic complexes (Fig. 1G and fig. S3). 
Although optimal transcriptional efficiency occurs for polymerases 
associated with dense domains, transcription must still occur 
(albeit less efficiently) in areas not associated with mature domains; 
otherwise, nascent domain formation would be rare. As such, it 
would be expected that a proportion of active RNA Pol-II is decou-
pled from constitutive heterochromatin and associates either with 
facultative heterochromatin or protodomains (Figs. 1 to 3). While 
not explored within this work, this consideration of the distribution 
of domain sizes, densities, and polymerase activity could have func-
tional consequences depending on more complex cell states (e.g., 
differentiation, senescence, stem cells, and dormancy); each of 
which could have an associated polymerase-to-domain landscape. 
To test this hypothesis of frequent but not exclusive colocalization, 
we performed two- and three-color SMLM of serine-2 phosphoryla-
tion of Pol-II (Pol-II Ps2; associated with elongation) (65), with 
H3K27 acetylation (euchromatin) and H3K9me3 (constitutive het-
erochromatin) (Fig. 5A). To test whether heterochromatin cores 
and active Pol-II are codependent, we (i) inhibited EZH2 (GSK343; 
Fig. 5B) (66) to disrupt nascent domain maturation (H3K27me3); 
(ii) inhibited histone deacetylases (HDACs) with trichostatin A 
(TSA) (57) to disrupt existing mature heterochromatin domains 
(Fig. 5C); and (iii) disrupted transcription with ActD (Fig. 5D).

From the model, it is predicted that H3K27me3 depletion would 
result in the partial loss of H3K9me3 cores indirectly due to the 
disruption of domain maturation process, with the primary de-
crease in active Pol-II Ps2 loci occurring outside of H3K9me3 do-
mains (a prediction that contrasts with a model of domains as 
continuously transitioning in density from H3K4me3 to H3K27me3 
surrounding H3K9me3) (24). HDAC inhibition, with the direct 
disruption of mature domains, would produce several features: 
(i) The depletion of H3K9me3 would result in the loss of H3K27ac 
and Pol-II Ps2 predominantly within the low-density nuclear interior; 
(ii) there will be a greater loss in RNA polymerase loci in compari-
son to EZH2 inhibition due to the loss of optimal transcriptional 
domains; and (iii) the remaining Pol-II Ps2 would be mainly de-
coupled from H3K9me3. In strong agreement with our model, these 
specific predictions were observed (Fig. 5, E to G), including the 
previously unexplainable central elimination of both H3K27ac and 
H3K9me3 associated with TSA treatment on microscopy (Fig. 5, C, 
E, and F, and fig. S4). ActD-mediated transcriptional inhibition 
resulted in an overall decrease in the domain number with swelling 
of the remaining H3K9me3 domains as observed on ChromSTEM 
(Fig. 4) and also resulted in decoupling between active Pol-II and 
heterochromatin domains (Fig. 5, D to G) consistent with RNA 
polymerase facilitating domain assembly and acting as a barrier 
element to prevent domain expansion. Extended further to live-cell 
nanoscopy, the inhibition of transcription, the impairment of do-
main formation from EZH2 inhibition with GSK343, and the dis-
ruption of mature domains with histone deacetylase inhibition via 
TSA all result in loss of domains as evidenced by a decrease in Dn 
and the impaired ability for domain formation as measured by a 
decreased FMM (fig. S5).

Consistent with the findings on ChromSTEM and in our model, 
we found both the dissolution of constitutive H3K9me3 and the de-
coupling of Pol-II Ps2 from these structures (Fig. 5, A to G) with the 
inhibition of heterochromatin and transcription. If this spatial cou-
pling extended into population data of loci for specific genes, then 
we hypothesized that similar features would be observed on ChIP-
seq analysis by investigating the distal behavior of these features in 
1D. With its role as a scaffold for nascent domain maturation, we 
predicted that H3K27me3 levels would correlate with the level of 
transcription on a long-range basis (e.g., on a per-chromosome anal-
ysis), whereas H3K9me3 would primarily couple with polymerase 
locally. As such, at the kilobase pair–to–megabase pair range, the 
model predicts that as RNA polymerase II density increases, the dis-
tance to H3K9me3 will decrease because of the increased efficiency 
of packing from transcriptional reactions. H3K27me3 will in con-
trast grow further away from genes with increasing level of Pol-II 
due to the transformation of domains from immature to mature 
structures. Using publicly available ChIP-seq data of H3K27me3, 
H3K9me3, and initiated polymerase (Pol-II Ps5) available through 
The Encyclopedia of DNA Elements (ENCODE) (67–69), these pre-
dictions hold with a correlation between H3K27me3 and polymerase 
coverage per chromosome (Fig. 5H). Likewise, as the density of Pol-
II Ps2 per gene increases, the distance to the nearest H3K9me3 de-
creases monotonically (Fig. 5I) from ~100 to ~60 kbp on average (65).

Divalent ions are necessary for domain stabilization
Given the large accumulation of charged polyphosphates within the 
limited space of the domain interior, we hypothesized that counter-
ions, especially multivalent ions such as magnesium and calcium, 
would be crucial to maintain domain integrity and nuclear size. In 
particular, the efficient conversion of nascent domains into mature 
structures will depend on the local density of DNA (and therefore 
nuclear volume) and, as a result, will require substantial charge 
neutralization to produce domain stability. Consequently, the loss 
of divalent counterions could prevent domain maturation and swell 
mature domains resulting in a loss in the total number of mature 
domains with increased size of remaining heterochromatic cores 
while also abating optimal conditions for transcription. On SMLM, 
this would be consistent with the decrease in the total number of 
H3K9me3 cores, an increase in the size of the remaining struc-
tures, and a decrease in the Pol-II Ps2 density surrounding the 
remaining domains. To test this hypothesis, we performed tar-
geted chelation of intracellular divalent cations (Ca2+ and Mg2+) 
with 1,2-bis(2-aminophenoxy)ethane-N,N,N′,N′-tetraacetic acid 
tetrakis(acetoxymethyl ester) (BAPTA-AM) and performed multi-
color SMLM. On confocal microscopy, nuclear volume increases as 
expected from chelation of divalent ions (Fig. 6A). Consistent with 
the hypothesis that domains depend on ionic regulation, we ob-
served that the number of domains decreased upon chelation (Fig. 
6, B and F), with an increased size of the H3K9me3 clusters remain-
ing and a decreased density of Pol-II Ps2 surrounding each cluster 
(Fig. 6, B to E). To directly investigate the influence of divalent cat-
ions on chromatin organization in living cells, we measured chro-
matin conformation from the level of PDs using PWS microscopy. 
Consistent with the results on SMLM upon BAPTA chelation, we 
observed a decrease in nuclear Dn and FMM, indicating a loss in 
mature domains and the process of their formation due to divalent 
cation chelation (Fig. 6F) comparable in magnitude to the effects of 
TSA-mediated HDAC inhibition (fig. S5).
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Fig. 5. Domains spatially couple heterochromatin, euchromatin, and active RNA polymerase. (A) Multiplex SMLM demonstrating the spatial localization of hetero-
chromatin (H3K9me3, magenta), euchromatin (H3k27ac, yellow), and active RNA polymerase II [serine-2 phosphorylated (Pol2-PS2), blue]. This shows the complex spatial 
organization of chromatin into unified domain structures with heterochromatin cores (red) supporting Pol2-PS2 within an ideal functional zone (gray). (B to D) Multi-
plexed SMLM demonstrating the impact of inhibition of EZH2 (GSK343), HDACs (TSA), and transcription (ActD) on domain structure. Although mature domain structures 
remain, the disruption of transcription results in loss of H3K9me3 cores and their dissociation from active RNA polymerase. TSA-mediated HDAC inhibition results in a loss 
of heterochromatin and euchromatin marks with the most pronounced decrease observed in the nuclear interior. (E) Quantification of H3K9me3 core size upon HDAC 
inhibition, EZH2 inhibition, and transcriptional inhibition demonstrating a decrease in core size in all conditions imaged in HeLa cells above. (F) Quantification of Pol2-PS2 
distribution upon HDAC inhibition, EZH2 inhibition, and transcriptional inhibition demonstrating a decrease in total Pol2-PS2 upon disruption of heterochromatin forma-
tion in HeLa cells above. (G) Quantification of the frequency of Pol2-PS2 observed near a surrounding H3K9me3 core in the above conditions. At the baseline, ~60% of 
Pol2-PS2 in HeLa cells is spatially associated with domains, and this is lost both with HDAC inhibition and disruption of transcription by ActD. (H) Analysis from ChIP-seq 
of the correlation between chromosome wide (a global measure) of heterochromatin markers with Pol2 serine-5 phosphorylated (Pol2-Ps5) isoform (initiated transcrip-
tion). (I) Linear proximity analysis of constitutive heterochromatin (H3K9me3) and euchromatin (H3K4me3) as a function of Pol2-Ps5 density on gene bodies. Findings are 
consistent with H3K27me3 associating with nascent domains and H3K9me3 with mature domains. In contrast, H3K4me3 distance increases as a function of Pol2-Ps5 
density likely due to localization in the outer zone.
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Fig. 6. Divalent ion chelation results in domain collapse. (A) Nuclear volume increases with chelation via BAPTA (calcium) and APDAP (magnesium) within 1 hour. 
(B) Representative multiplexed SMLM with Pol2-PS2 (blue) and H3K9me3 (magenta) in HCT-116 cells with and without chelation of divalent ions (calcium and magnesium) 
via BAPTA treatment at 1 hour. (C) Quantification of divalent chelation on H3K9me3 domains demonstrating a global loss of domain interiors. (D and E) Quantification of 
Pol2-PS2 demonstrating an increase in dissociation upon chelation. (F to H) Live-cell PWS nanoscopy of BAPTA-treated HCT-116 cells at 1 hour demonstrating a decrease 
in D (G) and a decrease in FMM (H) consistent with domain collapse and inhibition of domain formation. *P < 0.05, **P < 0.01, and ****P < 0.0001.
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Inhibition of heterochromatin can suppress 
transcription in situ
From the model and the experimental results so far, an unexpected 
prediction is that heterochromatin formation is essential for proper 
transcription to occur (Figs. 3 to 5). Furthermore, the efficiency of 
heterochromatin formation will depend on nuclear CVC due to the 
effect volume has on enzyme distributions; therefore, decreased het-
erochromatin enzymatic activity or an increase in nuclear volume 
could result in a paradoxical global transcriptional decrease. This 
process arises from the nonmonotonic dependence of RNA poly-
merase on local crowding conditions in addition to its dependence 
on molecular features such as the dissociation constant for specific 
loci, transcription factor (TF) concentrations, and TF sequence 
binding affinities (29, 47, 53). Consequently, an overly accessible ge-
nomic segment without optimal physical conditions would be ex-
pected to have inefficient RNA synthesis. To test this prediction, we 
used HCT-116 cells, whose average CVC was observed to be ~0.2, 
and inhibited EZH2 with GSK343 and HDAC with TSA as above. 
Given the initial CVC, these perturbations would be expected to 
paradoxically disrupt transcription globally. Using two-color SMLM 
pairing the H3K9me3 structure with nascent RNA synthesis via 
5-ethynyl uridine (EU) staining (63) in HCT-116 cells for 1 hour, we 
measured the resulting change in RNA synthesis with heterochro-
matin disruption. In dimethyl sulfoxide (DMSO) control HCT-116 
nuclei, there is the visually apparent association between nascent 
RNA and H3K9me3, with a distribution of events observed both 
near the nuclear periphery and further into the interior (Fig. 7, A and 
B). With GSK343-mediated inhibition of EZH2, a notable loss of EU 
signal is observed visually (Fig. 7, C and D) within the non-nucleolar 
chromatin. As with EZH2-mediated inhibition, TSA treatment pro-
duces a marked decrease in the concentration of EU clusters (Fig. 7, 
E and F). On spatial analysis, we observed within the non-nucleolar 
interior that mRNA synthesis over an hour burst produces ~7.5 clusters/
μm2 (Fig. 7G). Quantitatively, we observed a decrease in EU foci to two 
clusters/μm2 with GSK343 treatment, representing a 60%, and a drop 
in EU concentration to one cluster/μm2 in the non-nucleolar chro-
matin, representing an ~80% decrease across the whole nucleus with 
TSA treatment. Near the nuclear border, we observed an initial lower 
rate of RNA synthesis as expected but a similar decrease in the 
total amount of RNA synthesis across GSK343 and TSA treatment 
(Fig. 7H). In the context of similar studies demonstrating a para-
doxical dependence of RNA synthesis on the HDAC function, these 
results indicates how the disruption of domain geometry can result 
in the inhibition of gene transcription even as accessibility increases 
throughout the nucleus (17–19).

H3K9me3 domain cores form in noncoding regions of 
terminal myogenic genes during differentiation and depend 
on nuclear volume
Since CVC and heterochromatin are codependent in facilitating 
RNA synthesis from the perspective of chromatin domains, we hy-
pothesized that aging-associated nuclear swelling (70, 71) with the 
resulting loss in heterochromatin (70, 72, 73) could be associated 
with the transformation in chromatin PDs from the disruption of 
the self-assembly process. As such, the increased accessibility of the 
genome in aging can, in addition to the derepression of stem genes 
and promotion of increased DNA damage, also result in anergic 
transcription of necessary genomic locations. At the other end of 
the developmental spectrum, it is thought that heterochromatin 

accumulation represses inappropriate lineage genes to facilitate ter-
minal differentiation (74). A model of these extremes is myogenesis 
and sarcopenia in aging. Clinically, understanding the regulation of 
muscle homeostasis has broad implications in human disease as sar-
copenia is an independent prognostic marker of all-cause mortality 
and associated with impaired quality of life (75–77). Likewise, 
myogenic differentiation is a universal transcriptional network 
applicable to all vertebrate animals, with distinct roles of myogenic 
regulatory factors in the induction of stem cells into myoblasts and 
terminal differentiation as myotubes and muscle fibers (78,  79). 
With these considerations in mind, we investigated myogenic dif-
ferentiation and nuclear-associated swelling in sarcopenia as appli-
cable testbeds for the predictive power of the model relevant to 
development and aging. As we have demonstrated so far, hetero-
chromatin formation within PDs ensures proper domain geometry 
for transcription to occur on the periphery of mature domains. 
Consequently, the formation of H3K9me3 in noncoding segments 
would be hypothesized to associate with transcriptional activation 
by the self-assembly process. In terminal muscle differentiation, 
myogenin (Myog) is a crucial transcription factor regulating the 
transition from immature myoblasts into myotubes with its targeted 
deletion in mice resulting in complete loss of mature skeletal muscle 
(80,  81). Key targets of Myog are the myosin heavy-chain genes, 
which are the primary structural component of skeletal muscle for 
appropriate mechanical contractility. As such, for terminal differen-
tiation of myoblasts to myotubes to occur, Myog and myosin heavy-
chain genes are up-regulated. From the three physical rules of the 
model: (i) Long-range interactions (e.g., a loop) should be evident 
before differentiation, (ii) H3K9me3 will accumulate adjacent with-
in a noncoding region, and (iii) transcription amplifies in the 
formed domain with ideal configurations.

To test this hypothesis, we used publicly available ChIP-seq data 
through the ENCODE consortium (67–69) of H3K9me3, H3K27me3, 
H3K4me3, and gene expression and paired it with Hi-C of myoblasts 
and myotubes to examine the process of domain maturation. As 
expected from our model, a visually apparent chromatin loop do-
main dissipates, and H3K9me3 accumulates adjacent to Myog (Fig. 8, 
A to C) from the transition from myoblasts into myotubes. With 
respect to the myosin heavy-chain loci, we again observed the deple-
tion of an adjacent chromatin loop (Fig. 8D) with the accumulation 
of H3K9me3 in noncoding regions adjacent to myosin heavy chains 
1, 2, 4, and 8 (Fig. 8E and figs. S6 and S7). We predominantly observed 
accumulation adjacent to the fast-twitch myosin heavy chains (1 and 2) 
that are associated with the adult skeletal muscle function (Fig. 8F 
and fig. S7).

Naturally, sarcopenia would present the inverse of this process at 
these loci if disruption in chromatin PDs occurs from aging in mus-
cle cells. To model this process, we considered the effect of nuclear 
swelling and its result on domain structure from the considerations 
we presented above. In contrast to topological features such as TADs 
and A/B compartments, PDs are affected by nuclear swelling due to 
rules two and three (45). We focused on myosin heavy chain 1 
(Myh1) as its translated product decreases in aged muscle and there-
fore may represent sarcopenic transformation (82). Using SR-EV, we 
generated configurations of chromosome 17 with a fixed probability 
of long-range returns (α = 1.15) and investigated the effect of de-
creased CVC from 0.2 to 0.08 on the structure of the domain cores 
at Myh1 (Fig. 8. G to I, and movie S4). By calculating the coordina-
tion number (CN) from SR-EV, we could estimate the likelihood of 
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a gene segment being within a high-density region (CN >  8), an 
ideal region (6 to 7), and an outer zone region (CN < 5). Directly 
from the change in volume, we observe a decrease in the local-
ization of exon elements from ideal conditions (contact with ~6 
nucleosomes) toward accessible but less ideal configuration (con-
tact with ~4 to 5 nucleosomes) as nuclear volume increased (Fig. 
8H). Unexpectedly and consistent with the model, we found that 
the exon segments of Myh1 with a CVC of 0.16 generated with 

SR-EV were, on average, localized to ideal transcriptional condi-
tions (Fig. 8I). Consequently, domain assembly is both observed at 
gene locations crucial for muscle differentiation, and the transfor-
mation of domains could occur from a process such as aging-
associated nuclear swelling. In sum, these findings were consistent 
with a crucial role for domain assembly and maturation, with their 
degradation providing an additional deleterious consequence of 
pathological nuclear swelling.
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Fig. 7. Inhibition of heterochromatin enzymes paradoxically suppresses transcription in situ due to impairment of ideal conditions. (A to F) Representative mul-
tiplexed SMLM of nascent RNA measured by EU synthesis (blue) and H3K9me3 (magenta) in HCT-116 in controls compared to inhibition of EZH2 (B) and HDACs (C) dem-
onstrating the profound loss of synthesis with inhibition of heterochromatin enzymes. (G and H) Quantification of the effect of heterochromatin enzyme suppression on 
RNA synthesis throughout the nucleus in comparison to adjacent to the nuclear border demonstrating loss of transcription independent of the nuclear region in HCT-116 
cells. Note that the average CVC in HCT-116 cells is ~0.2 to 0.35 on ChromSTEM above, indicating that these cells are near optimal physiochemical conditions at the base-
line. HDAC inhibition and EZH2 inhibition can still increase local transcription for initially high-density regions and globally in cell lines with a higher initial CVC (>0.35).
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Fig. 8. Domain assembly occurs during myogenic differentiation and depends on CVC. (A to C) Transformation of the myogenic regulator, Myog, chromatin loci dur-
ing development demonstrating the loss of loops (rule 1) with accompanying increase in heterochromatin adjacent to the gene body (rule 2) and acceleration of tran-
scription (rule 3). (D to F) Transformation of the fast-twitch myosin heavy chains (Myh 1 and Myh2) chromatin loci during myoblast differentiation with loss of adjacent 
loop (rule 1) with accompanying increase in heterochromatin adjacent to the gene body (rule 2) and amplified transcription (rule 3) of structural myogenic proteins. 
(G) Representative configuration from SR-EV of chromosome 17 (scale bar, 200 nm) with color coding representing the coordination number (CN) representing the num-
ber of nucleosomes in contact. A CN of less than 5 represents an outer zone density configuration, 6 to 7 optimal transcriptional configuration, and greater than 7 repre-
senting an interior configuration. (H) Generated configuration from SR-EV of Myh1 representing quantified CN of exon segments with introns color coded in yellow (scale 
bar, 40 nm). Exon segments are frequently in the outer zone or ideal configurations. (I) Configuration from (H) with quantified CN of intron segments with exons color 
coded in green (scale bar, 40 nm). Inverse to exons, intronic elements are frequently found in domain interior configurations. (J) Average CN as a function of CVC with 
lower densities shifting toward outer zone configurations. (K) Average CN of Myh1 exons per nucleosome as a function of the exon segment at a CVC of 0.16 consistent 
with localization of coding elements into ideal transcriptional densities depending highly on CVC. RNA-seq, RNA sequencing; MB, myoblasts; MT, myotubes.
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DISCUSSION
In this work, we investigate the structure of chromatin PDs identi-
fied on ChromSTEM tomography (Fig. 1) and their function in 
regulating gene transcription (Figs. 2 to 4). PDs are heterogeneous, 
conformationally defined assemblies whose function is tightly inte-
grated with their mass-fractal geometry (Figs. 1F and 4, D to G). 
These domains exist across a conformational life cycle—nascent 
(poorly packed, small) domains form during transcription and loop 
extrusion, mature (efficiently packed) domains provide an ideal 
physical scaffold for transcription, and lastly, these domains collapse 
into decaying structures (large, poorly packed). This progression bi-
directionally links a chromatin structure with gene regulation, as 
each stage of the life cycle reflects functional shifts in transcriptional 
activity (Figs. 3, 4, and 8).

Our modeling and simulations, coupled with experimental ob-
servations from ChromSTEM, multicolor SMLM, and PWS nanos-
copy, indicate that nanoscopic chromatin organizations observed by 
other groups, including nucleosome clutches and heterochromatin 
domains/nanodomains, are part of the described domain-forming 
system (24, 26, 28, 33, 34, 63). These collective findings demonstrate 
that connectivity does not necessarily translate into 3D space-filling 
conformations. Chromatin topology, as an ensemble property of a 
large number of cells, is not congruent to chromatin conformation. 
PDs are not simply the physical manifestation of TADs. Unlike 
TADs, which arise in measurements of connectivity, PDs undergo 
continuous structural transformations, driven by transcription and 
chromatin remodeling (Fig. 4). As we show, cohesin functions 
through generation of loop connections, creating nascent domains. 
Mature domains persist after RAD21 depletion, indicating that the 
regulatory function of mature domains is then independent of loop 
extrusion, including from ionic conditions and heterochromatin 
enzymes (Figs. 5 to 7). In addition, the formation of nascent do-
mains is separately driven by transcription itself, and disruptions in 
domain maturation inhibit mRNA synthesis, illustrating the essen-
tial role of chromatin packing in transcription (Figs. 2, 3, and 8).

The interplay between transcription, heterochromatin remodeling 
enzymes, ion concentrations, and nuclear density suggests a complex 
regulatory system that bidirectionally integrates gene expression with 
chromatin organization. It is these properties that indicate PDs and 
transcription are coupled as an emergence phenomenon: The inter-
section of the three rules creates a complex regulatory, self-evolving 
structure. First, our findings demonstrate that PDs are self-assembling 
structures, forming through conformationally defined processes. 
Second, transcription critically depends on the deposition of hetero-
chromatin in noncoding regions to maximize the efficiency of gene 
expression (Fig. 3). Last, this model explains why disruptions in 
heterochromatin, as seen in nuclear swelling during muscle aging 
(72, 82), result in impaired cell function (Fig. 8). Insufficient nuclear 
density for domain maturation leads to the loss of heterochromatin, 
compromising transcription and potentially contributing to de-
creased transcriptional synthesis as nuclei swell in aging.

This domain life cycle model challenges the traditional frame-
work of chromatin regulation (5, 6, 8–11, 37, 38, 83). The simplistic 
view that dense chromatin (heterochromatin) suppresses gene ex-
pression while loose chromatin (euchromatin) facilitates it fails to 
capture the complexity observed at the nanoscale. Traditional mod-
els evolved from low-resolution techniques like wide-field micros-
copy and confocal microscopy, which could not identify the finer 
nanoscopic features of chromatin within the nucleus. Instead, they 

identified high-density (heterochromatin) and low-density (euchro-
matin) regions at the micron-scale (6, 8). These models influenced 
correlative interpretations of Hi-C connectivity (A and B compart-
ments) and ChIP-seq segmentation (hetero- and euchromatin) 
(6,  7). However, these approaches lacked the necessary nanoscale 
information on conformationally defined chromatin PD life cycle 
that only became available through the advent of ChromEM (25). 
Our findings, rooted in the mass-fractal geometry of PDs, demon-
strate that chromatin regulation involves continuous transitions be-
tween dense cores, intermediate zones (active polymerases), and 
low-density outer zones, forming a unified, dynamic structure. If 
chromatin were governed solely by self-attractions (A to A and B to 
B), then one would likely observe discrete, functionally independent 
condensates (9, 10). Instead, this model offers a more cohesive ex-
planation of chromatin behavior, integrating transcriptional regula-
tion with structural dynamics.

Last, one can consider the implications of these findings to the 
concepts of transcriptional memory and the manipulation of cell 
behavior. Features of the PD life cycle echo reinforcement learning 
in computational networks (84). A transcriptional stimulus forms a 
nascent domain, and sustained signaling (positive reinforcement) 
with the right physical context matures the structure. This indicates 
that sustained, strong transcriptional signals will become physically 
encoded into the physical organization of a PD (Fig. 3). Once 
matured, this domain becomes a fixed physical object akin to a 
“transcriptional memory,” predisposing or preventing alternative 
configurations that would need the genomic segments allocated to 
the formed domain in future responses. Encoding transcriptional 
memory in 3D chromatin domains solves several critical problems: 
The analog nature of domains as a source of information and mul-
tiple degrees of freedom afforded by the processes that regulate the 
rate of domain formation for a given level of nascent domain-
generating transcriptional activity (e.g., nuclear ionic environment, 
crowding, and availability of histone modifying enzymes) may in-
crease the flexibility of the system. It allows for long-term memory 
through domain stabilization while retaining the possibility of re-
programming through domain degradation; and the reinforcement 
learning properties of the system may facilitate, if necessary, cells’ 
continuous responding to changing stressors and stimuli. However, 
the 3D nature of the information encoding presents a new problem: 
A 3D structure per se cannot be propagated through cell division. 
Epigenetic histone modifications may help solve this problem. Al-
though epigenetic modifications as a mechanism to pass transcrip-
tional information through cell division is well established, the 
prevailing context has centered around epigenetic modifications as 
the primary and original source of transcriptional information. The 
results presented in this work may point out to a possibility of an-
other complementary origin of epigenetic information that may 
originate from the primary process of chromatin domain formation 
(new memory = new domains), which subsequently guides the de-
position of histone marks. In this context, epigenetic marks can be 
thought of as projecting the information encoded by 3D chromatin 
domains into the 1D epigenetically marked DNA sequence. In turn, 
since epigenetic marks can be heritable through mitosis, the marks 
may carry with them information about the genomic locations of 
chromatin domains into daughter cells, thus creating a long-term 
transcriptional memory, repeating the cycle and solving the prob-
lem of the heritance of 3D chromatin domains as elements of tran-
scriptional memory. Paired with information on the location of a 
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mature domain core, tools that allow the deposition of hetero-
chromatin could potentially accelerate the activation of one or 
several genes.

This addresses a conundrum of epigenetic regulation of tran-
scription that most epigenetic regulators are gene sequence agnos-
tic, and still, epigenetic modifications may result in reproducible 
and specific transcriptional outcomes. A part of the answer might be 
in conformationally defined chromatin domains. Through excluded 
volume effects, chromatin domains might be able to add gene speci-
ficity to otherwise nonspecific epigenetic regulators, as, for instance, 
they would be expected to act differently inside domain cores versus 
transcriptionally active ideal zones. In other words, these results 
suggest a hypothesis that chromatin conformation into domains in-
duces geometric specificity instead of segment specificity to create a 
regulatory scheme independent of sequence. It might be instructive 
to distinguish the two types of epigenomic memory, one stored by 
histone and DNA modifications versus transcriptional memory, 
which arises in part but not solely due to epigenetic modifications. 
This work raises questions of the deleterious consequences of a mal-
formed transcriptional memory. It is possible that a sustained 
signal in the wrong context could produce physically encoded pro-
grams resulting in pathological cellular states. Moreover, it high-
lights the potential for sequential stimuli [e.g., tumor necrosis 
factor (TNF) followed by interleukin-12 (IL-12) exposure] to gen-
erate different transcriptional outcomes compared to concurrent 
stimuli (TNF + IL-12 together). By removing or inserting domain 
cores before these processes, it is worth considering if transcrip-
tional memory could be manipulated in different disease con-
texts. These insights could inform the understanding of disease 
processes, such as chronic inflammation or cancer, where im-
proper domain maturation locks cells into deleterious transcrip-
tional states (85, 86).

MATERIALS AND METHODS
Cell culture
HCT-116 cells [American Type Culture Collection (ATCC), #CCL-
247] and U2OS cells (ATCC, #HTB-96) were grown in McCoy’s 5A 
modified medium (#16600-082, Thermo Fisher Scientific, Waltham, 
MA). HeLa cells (ATCC, #CCL-2) were cultured in RPMI 1640 
medium (#11875127, Thermo Fisher Scientific, Waltham, MA). 
BJ CRL-2522 fibroblasts (BJ) cells were cultured in minimum essen-
tial media (#11095080, Thermo Fisher Scientific, Waltham, MA). All 
cell culture media were supplemented with 10% fetal bovine serum 
(#16000-044, Thermo Fisher Scientific, Waltham, MA) and penicillin-
streptomycin (100 μg/ml; #15140-122, Thermo Fisher Scientific, 
Waltham, MA). All cells were maintained under recommended 
conditions at 37°C and 5% CO2. Cells were allowed at least 24 hours 
to readhere and recover from trypsin-induced detachment. All 
imaging was performed when the surface confluence of the dish was 
between 40 and 70%. All cells in this study were maintained between 
passages 5 and 20. All cells have been tested for mycoplasma con-
tamination (ATCC, #30-1012K) before starting experiments, and 
they have given negative results.

Drug treatments
AID2 cell lines
HCT-116 RAD21-mAID-Clover CMV-OsTIR1(F74G) cells (58, 59) 
were plated at 50,000 cells per well of a six-well plate (Cellvis, 

P12-1.5H-N). To induce rapid and efficient depletion of mAID-fused 
proteins (RAD21), 5-Ph-IAA (#HY-134653, MedChemExpress), 
5-(3,4-dimethylphenyl)-indole-3-acetic acid, 5-(3-methylphenyl)-
indole-3-acetic acid, and 5-(3-chlorophenyl)-indole-3-acetic acid 
were dissolved in DMSO to make a 500 mM stock solution and 
further diluted with DMSO to working stock solution of 1 mM 
immediately before the experiment. A final concentration of 1 μM 
5-Ph-IAA was added to HCT-116 RAD21-mAID-Clover CMV-
OsTIR1(F74G) cells for 6 hours.
Inhibition of transcription
HCT-116 and BJ cells were plated at 50,000 cells either per well of a 
six-well plate (Cellvis, P12-1.5H-N). For inhibition of RNA synthe-
sis, ActD (60) (#11805017, Gibco) was dissolved in DMSO to make 
an 8 mM stock solution and further diluted with cell media to make 
a working solution of 80 μM immediately before the experiment. A 
final concentration of 4 μM was added to HCT-116 and BJ cells for 
1 hour to completely arrest all polymerases.
Inhibition of EZH2 and HDACs
For EZH2 inhibition, GSK343 (#1346704-33-3, Millipore Sigma) 
was dissolved in DMSO to make a 10 mM stock solution and added 
to U2OS cells at a final concentration of 10 μM for 24 hours. For 
HDAC class 1 and 2 inhibition, TSA (3, 18) (#58880-19-6, Millipore 
Sigma) was added to HCT-116 cells at a final concentration of 
300 nM for 24 hours.
Chelation of divalent cations
For ionic inhibition, membrane-permeable BAPTA-AM (87) 
(#B6769, Invitrogen) was dissolved in DMSO to make a 10 mM 
stock solution and added to HCT-116 cells at a final concentration 
of 10 uM for 1 hour to chelate calcium and magnesium ions.

Live-cell PWS microscopy acquisition and analysis
For live-cell measurements, cells were imaged and maintained un-
der physiological conditions (5% CO2 and 37°C) using a stage-top 
incubator (Stage Top Systems; In Vivo Scientific, Salem, SC). The 
PWS optical instrument was built on a commercial inverted micro-
scope (DM IRB; Leica, Buffalo Grove, IL) supplemented with a 
Hamamatsu Image electron multiplying (EM) charge-coupled device 
camera C9100-13 coupled to a liquid crystal tunable filter (Cambridge 
Research and Instrumentation, Inc., Woburn, MA) for hyperspec-
tral imaging. Spectrally resolved images of live cells were collected 
between 500 and 700 nm with a 2-nm step size. Broadband illumi-
nation was provided by an Xcite-120 light-emitting diode lamp 
(Excelitas, Waltham, MA). The spectral SD (Σ) of the interference 
scattering originating from chromatin is calculated from the captured 
images. Variations in the refractive index distribution, Σ, can be 
evaluated by the mass density autocorrelation function to calculate 
chromatin packing, scaling D. (29, 36, 62)

Nuclear volume quantification
For nuclear volume quantification, HCT-116 cells were treated with 
ion chelators [BAPTA-AM; acetoxymethyl ester (APDAP-AM)] for 
60 min, fixed in 4% paraformaldehyde for 10 min, and then stained 
with 4′,6-diamidino-2-phenylindole. Fluorescence images were 
captured using an Olympus IX-71 inverted microscope with a high-
efficiency electron-multiplying charge-coupled device (EMCCD) 
camera (Olympus, Tokyo, Japan). The images were then analyzed 
using FIJI software. The nucleus was identified using binary masks, 
then the 3D Object Counter plugin segmented the images, the re-
gions of interest (ROIs) were added to 3D Manager, and lastly the 
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ROIs were applied to the original z-stack image to determine the 
volume and intensity of each nucleus.

Chromatin electron microscopy
ChromEM staining and sample resin preparation
Cells are first washed with Hanks’ balanced salt solution, without 
calcium and magnesium prewarmed to 37°C. The cells are then 
fixed with a fixative solution prepared with 2% paraformaldehyde, 
2.5% glutaraldehyde, and 2 mM calcium chloride prepared in 0.1 M 
sodium cacodylate buffer at a pH of 7.4, for 30 min at room tem-
perature and another 30 min at 4°C. Cells are then washed in 0.1 M 
sodium cacodylate buffer and then placed in a blocking buffer pre-
pared with 10 mM glycine, 10 mM potassium cyanide, and 0.1 M 
sodium cacodylate buffer for 15 min.

Nuclear DNA staining is then carried out by staining with 10 μM 
DRAQ5 (Thermo Fisher Scientific) in 0.1% saponin and 0.1 M so-
dium cacodylate buffer for 10 min and covered and on ice; then, it 
was washed three times with blocking buffer for 5  min each, fol-
lowed by submerging in 2.5 mM 3,3-diaminobenzidine tetra hydro-
chloride [Electron Microscopy Sciences (EMS)]. Photooxidation of 
DAB was conducted under epifluorescence with a cyanine5 (Cy5) 
filter for 5 min with a 100× oil objective. After photobleaching, cells 
are again washed five times for 2 min each. Cells are then stained with 
heavy metal to enhance the DNA density of DAB polymer precipi-
tates using 2% osmium tetroxide prepared with 2 mM calcium 
chloride, 0.15 M sodium cacodylate buffer, and 1.5% potassium 
ferrocyanide, for 30  min. After heavy metal staining, cells were 
washed five times for 2 min each with Millipore water.

Samples are then gradually dehydrated and embedded into Dur-
cupan epoxy resin following the standard procedures as previously 
described in (25, 29, 36). The resin-embedded samples were then 
processed for ultramicrotomy using an ultramicrotome (UC7, Leica) 
and a 35° Diatome knife, cutting the resin sample block into 120-nm 
sections, and laid onto slot grids with the carbon/Formvar film 
(EMS). The samples are then coated with gold nanoparticles as fidu-
cial markers on both surfaces.
ChromSTEM imaging and reconstruction
The Hitachi 2300 STEM was used to collect high-angle annular 
dark-field (HAADF) images throughout a dual tilt series collection 
at every 2° increments from −60° to 60°. IMOD was used to align 
the images, and reconstruction was done using the Tomopy penal-
ized maximum likelihood algorithm. IMOD was then used to com-
bine the tomograms from two individual tilt axes.

After reconstruction, the voxel values were capped to the top and 
the bottom 0.1% values to remove outliers. The values were then 
normalized between 0 and 1 for analysis.
Chromatin domain analysis
Chromatin domains were identified and analyzed following the ap-
proach published previously (29, 36). Domain centers were selected 
as local maxima with prominence of >1.5× SD of pixel values on a 
2D projected chromatin map of the tomogram after a Gaussian filter 
with a 5-pixel radius followed by contrast limited Adaptive Histo-
gram Equalization (CLAHE) contrast enhancement.

An 11 × 11–pixel window is then used to select the center pixel 
in each domain. The total intensity of chromatin is measured as a 
function of distance away from the center pixel. The power-law scal-
ing region is identified by MATLAB “ischange” function on log 
mass versus log radius. The domain size is determined at the point 
where the power-law scaling is deviated from the fitting by 5% 

difference or when the local exponent D reaches 3. For the calcula-
tion of packing efficiency A, the elementary chain size Rmin is de-
termined by a 10% difference from the power-law scaling at the 
lower end of the power-law scaling region, and A is calculated by 
A = CVC/[(Rdomain/Rmin)(D–3)], where I is the average intensity 
of the domain, R is the radius of the domain, and D is the power-
law exponent.

High-throughput chromatin conformation capture
Sample preparation
Cultured cells were treated with 1 μM 5-PH-IAA (MedChem
Express, HY-134653) for 6 hours or with DMSO at an equivalent 
concentration for 6 hours (58, 59). At 6 hours, cells were harvested at 
1.2 × 106 cells per sample and transferred to a 50-ml Falcon tube, 
where they were centrifuged for 10 min at 450g at room tempera-
ture. The supernatant was removed, and cells were resuspended in 
20 ml of cold fresh media. At this point, 540 μl of 37% formaldehyde 
was added to bring the final concentration to 1% formaldehyde and 
fix the cells for 10 min. Upon fixation, the reaction was quenched 
with 10 ml of 3 M tris (pH 7.5) for 15 min. Cells were then centri-
fuged for 10 min at 800g and 4°C. After resuspension at the desired 
concentration, individual samples were snap-frozen in liquid N2.
Hi-C library generation
To wash the nuclei, samples were thawed and resuspended in 50 μl 
of ice-cold phosphate buffer, followed by the addition of 150 μl of 
ice-cold ribonuclease (RNase)–free water. Fifty microliters of buffer 
C1 (Qiagen EpiTect Hi-C Kit) was added to each sample and mixed. 
Samples were then centrifuged at 2500g and 4°C for 5 min. The su-
pernatant was aspirated, and the nuclear pellet was resuspended in 
500 μl of RNase-free water, before being centrifuged again at 2500g 
and 4°C for 5 min. Library generation and subsequent steps used 
proprietary reagents from the Qiagen’s EpiTect Hi-C Kit (Qiagen, 
59971). Washed nuclei were digested with according to the EpiTect 
Hi-C protocol using a proprietary enzyme cocktail that cut at the 
GATC motif. Nuclei were end-labeled with biotin followed by liga-
tion for 2 hours at 16°C. Ligated chromatin was then decross-linked 
using 20 μl of proteinase K solution at 56°C for 30 min and then 
80°C for 90 min. Ligated, decross-linked DNA was purified using a 
Qiagen column kit (Qiagen, 59971) and resuspended in 130 μl of 
elution buffer.
Library fragmentation
Hi-C library samples were fragmented to a median size of between 
400 and 600 bp using a Covaris E220 sonicator with a sample size of 
130 μl and the settings in table S4. Samples were purified for frag-
ments between 400 and 500 bp using a Qiagen bead purification size 
exclusion kit (Qiagen, 59971).
Hi-C sequencing library generation
Hi-C samples were streptavidin-purified to enrich for properly li-
gated contact pairs using streptavidin beads and a magnetic bead 
rack. Beads were first washed in 100 μl of bead wash buffer, resus-
pended in 50 μl of bead resuspension buffer, and then mixed with 
50  μl of Hi-C sample. The mixture was then incubated at room 
temperature for 15 min in a thermal mixer at 1000 rpm. Enriched 
bead-bound DNA was then end-repaired, phosphorylated, and 
poly-adenylation (poly-A)–tailed using a combined ER/A-tailing 
solution. The samples were incubated for 15 min at 20°C followed by 
incubation at 65°C for 15 min. Beads were then washed once with 
100 μl of bead wash buffer, washed again with 95 μl of adapter ligation 
buffer, and resuspended in adapter ligation buffer in preparation for 
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ligation of Illumina adapter sequences. Each sample was mixed with 
5 μl of one of six Illumina adapter sequences (specified in the 
Qiagen protocol appendix) and 2 μl of ultralow input ligase. These 
samples were then incubated for 45 min. Following adapter ligation, 
each sample was washed three times before adding 400 μl of library 
amplification mixture to the beads. Samples were then distributed 
equally across eight wells of a 96-well polymerase chain reaction 
(PCR) plate and cycled using the following parameters on an 
Eppendorf Mastercycler X50s thermocycler (table S5).

Following sequencing, PCR reactions for each sample were 
pooled and cleaned using a Qiagen QIAseq library purification kit 
(Qiagen, 59971). Library quality was assessed using a High Sensitiv-
ity DNA Assay on an Agilent Bioanalyzer 2100 and a Qubit dsDNA 
High Sensitivity Assay. Libraries were quantified using a KAPA ROX 
Low Master Mix qPCR library quantification kit on a QuantStudio 
7 Flex instrument. Two samples per lane were sequenced on an 
Illumina NovaSeq 6000, generating between 400 and 600 million 
150-bp paired-end reads per sample.
Hi-C data processing and analysis
ActD-treated samples and 5-ph-IAA–treated samples were aligned 
to hg38 using Borrow-Wheeler Aligner version 0.7.17 and pro-
cessed using the SLURM version of Juicer version 1.6 (https://
github.com/aidenlab/juicer) (88) on the Quest High-Performance 
Computing Cluster provided by Northwestern University. Process-
ing included in the Juicer pipeline included removal of duplicates, 
exclusion of improperly ligated fragments, and mapping of Hi-C 
contacts with the GATC motif. Statistics generated for each replicate 
can be found in the Supplementary Materials. Individual replicates 
were checked for reproducibility using standard heuristics and com-
bined as a mega map using Juicer’s Mega script to increase sample 
resolution. TAD identification was generated using Juicer’s Arrow-
head (https://github.com/aidenlab/juicer/wiki/Arrowhead) (88). 
Loops were identified using Juicer’s HiCCUPS (https://github.com/
aidenlab/juicer/wiki/HiCCUPS) (88). Compartment eigenvector 
analysis and Pearson correlation analysis were generated using Juicer’s 
Eigenvector and Pearsons scripts, respectively, or using built-in 
functions in GENOVA (89). Aggregate TAD Analysis and Aggregate 
Peak Analysis were generated using GENOVA (https://github.com/
robinweide/GENOVA). Contacts were dumped using Hi-C Straw 
(https://github.com/aidenlab/straw) and used for downstream anal-
ysis. Visualization was also done using GENOVA. All other analyses 
were custom-generated in R. All codes used in this publication are 
available on Github at github.com/BackmanLab.

Myoblast and myotube samples were aligned to hg38 and pro-
cessed using the Next Flow Core Hi-C pipeline (https://github.com/
nf-core/hic/tree/2.1.0). Coolers (90) were generated at 5- and 80-kb 
resolutions from the Hi-C Pro output. Contacts were dumped using 
cooltools (https://github.com/open2c/cooltools) (91) and used for 
downstream analysis. Contact maps were visualized using GENOVA.

Single-molecule localization microscopy
Multicolor SMLM sample preparation
Primary antibodies rabbit anti-H3K9me3 (Abcam), mouse anti-
H3K27ac (Thermo Fisher Scientific), rat anti-RNA polymerase II 
(Abcam), and mouse anti-H3K27me3 (Abcam) were aliquoted 
and stored at −20°C. Secondary antibodies goat anti-rabbit AF647 
(Thermo Fisher Scientific), goat anti-rabbit AF568 (Thermo Fisher 
Scientific), and goat anti-rat AF488 (Thermo Fisher Scientific) were 
stored at 4°C.

Three-label SMLM sample preparation is done via three sequen-
tial staining processed for the three respective targets.

1) Cells were plated on no. 1 borosilicate bottom eight-well Lab-
Tek Chambered cover glass at a seeding density of 12.5k. After 
48 hours, the cells underwent fixation for 10 min at room tempera-
ture with a fixation buffer composed of 3% paraformaldehyde and 
0.1% glutaraldehyde in phosphate-buffered saline (PBS). Samples 
were then washed in PBS for 5 min and then quenched with freshly 
prepared 0.1% sodium borohydride in PBS for 7 min. Two more 
wash steps were performed after quenching.

2) Permeabilization was done with blocking buffer composed of 
3% bovine serum albumin (BSA) and 0.5% Triton X-100 in PBS for 
1 hour, and then samples were immediately incubated with rabbit 
anti-H3K9me3 (Abcam) in blocking buffer for 1 to 2 hours at room 
temperature and a shaker. Samples were then washed three times 
with a washing buffer composed of 0.2% BSA and 0.1% Triton X-
100 in PBS.

3) Samples were then incubated with the corresponding goat an-
tibody–dye conjugates and anti-rabbit AF647 (Thermo Fisher Sci-
entific) for 40 to 60 min at room temperature on the shaker. After 
incubation, samples were washed two times in PBS for 5 min on a 
shaker, and then samples were either imaged for first labeled target 
or incubated overnight in a modified version of the aforementioned 
blocking buffer (10% goat serum + 90% prior composition).

4) After overnight blocking, the samples would then go through 
the same protocol as in step 3 (primary and secondary antibody in-
cubation) but this time with modified blocking buffer (90% original 
blocking buffer + 10% goat serum) and washing buffer (99% origi-
nal washing buffer + 1% goat serum) for both the second and third 
targets. The second target primary antibody is a rat anti-RNA poly-
merase II (Abcam), and the secondary antibody is goat anti-rat 
AF488 (Abcam). As described before, there is an overnight blocking 
step in between labels at 4°C. The third target primary antibody is a 
mouse anti-H3K27ac (Thermo Fisher Scientific), and the secondary 
antibody is goat anti-rat AF568 (Abcam). After primary and sec-
ondary incubation, the samples are washed three times with PBS 
and then stored at 4°C.
Single-molecule localization data analysis
Acquired data were first processed using the ThunderSTORM 
ImageJ (92) plugin to generate the reconstructed images for visuali
zation via the average shifted histogram method, as well as the 
localization datasets. Each localization dataset was corrected for 
drift and subsequently filtered such that remaining data had an un-
certainty of less than or equal to 40 nm. Localization coordinates (x 
and y) were then used in a Python point-cloud data analysis algo-
rithm which used the scikit-learn DBSCAN method (parameter 
choice: 50-nm maximum distance between points and minimum of 
three points per cluster) to cluster the heterochromatic localiza-
tions. Cluster size was determined by the area of the convex hull fit 
of the clustered marks and then normalized relative to a circular 
cluster with radius of 80 nm. Sample (heterochromatin, euchroma-
tin, and RNAP II) density was measured by counting the number of 
corresponding STORM markers in concentric rings from the identi-
fied cluster center, normalized by a ring area. RNAP II association 
was determined by measuring the number of RNAP II that fall with-
in five times expansion of the area outside of the cluster relative to all 
RNAP II localizations. The outside cluster condition signifies RNAP 
II not within any analysis area and thus not associated with hetero-
chromatic clusters. Data shown are for concatenation of n ≥ 4 cell 
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replicates with approximately >500 heterochromatic clusters for 
each nucleus.

Utilization of artificial intelligence tools
Artificial intelligence (AI) tools were used within this manuscript as 
follows. Commands were given to ChatGPT 4.0 to assess the logic 
structure of written portions and redrafted if the wrong conclusions 
were identified from the provided passages. For example, the follow-
ing prompt of “what is the author saying here” with paragraphs from 
that section. Final proof editing and revisions of the manuscript 
were performed by the authors. Furthermore, AI tools were not 
used for the direct writing of the manuscript. For assistance with 
visualization of data, ChatGPT 4.0 was prompted to generate code 
to produce plots as with the following commands. “i would like to 
make a barchart in mathematica with 4 pairs of data. The first value 
in each pair will be visualized in gray but i want to color the values 
in the second pair with black, purple, orange, and blue.” The pro-
duced code was modified to include the relevant and to confirm the 
values produced. The visualization was likewise modified for clarity 
by the authors. Last, ChatGPT was used to help visualize the calcu-
lated Rg for visualization from the AlphaFold configurations as fol-
lows “can you use the pdb that I provided to calculate the radius of 
gyration of suv39h1? “Relevant libraries were then installed to fa-
cilitate the calculations. This was extended to other enzymes with 
the obtained PDBs from AlphaFold using additional prompts such 
as “i would like to calculate the radius of gyration of all the hetero-
chromatin enzymes. Can we modify the pdb script to load all of the 
molecules above and produce their size in angstrom” and “can we 
modify this code to include the get_protein_name and output the 
name, size in kilodaltons, and radius of gyration.” The mathematical 
operators produced for Python were verified. As the mass is known 
for each enzyme, the output mass was verified against another 
source such as genecards.org.

Analysis of enzyme size
AlphaFold (50) Protein Data Bank (PDB) structures of transcription 
factors and euchromatin and heterochromatin enzymes were ob-
tained (table S1), and the radius of gyration Rg was calculated from 
the produced atomic structures as the square root of the mean dis-
tance from the center of mass. The respective Rg were 4.1, 5.5, and 
3.0 nm on average for these proteins (table S6). Statistical testing 
was performed on heterochromatin compared to euchromatin en-
zymes based on the calculated Rg with a two-tailed, unpaired t test 
with a P value of 0.0005. No corrections for multiple comparisons 
were made as these were not performed. For RNA polymerases, 
PDB structures were obtained from the research collaboratory for 
structural bioinformatics (RCSB), and the Rg was calculated as 
above. As these polymerase structures were in complex with DNA, 
their mass compared to size was not included; however, their aver-
age Rg was ~5 nm, slightly below the size of transcription factors.

Modeling chromatin domains and molecular dynamic study 
of enzyme penetration
The stochastic returning excluded volume (SR-EV) configurations 
were obtained using the procedure described by Carignano et  al. 
(46) using an overall volume fraction ϕ = 0.12 and folding parame-
ter α = 1.10 for investigation of enzyme penetration. DNA sequenc-
es from reference sequence (RefSeq) were superimposed onto 
polymer simulations from SR-EV to analyze the structure at the 

myosin heavy chains as a function of density with ϕ ranging from 
0.08 to 0.20 and a fixed folding parameter α =  1.15. The CN was 
calculated as the number of nucleosomes in contact with the nu-
cleosome of interest with values ranging from 0 (isolated nucleo-
some) to 12 (in contact with 12 neighbors) representing various 
degrees of compaction. To understand the accessibility of free pro-
teins on different regions of chromatin as a function of local volume 
fraction, we performed molecular dynamic simulations of free 
spherical particles immersed in static SREV configurations where 
the nucleosomes were represented as oblate Gay-Berne objects (93). 
To eliminate boundary effects, we used SREV configurations created 
in a cubic box of 1300 nm in size and with periodic boundary condi-
tions. Ten thousand spherical particles were randomly inserted in 
the system with no overlaps between them and with the model 
nucleosomes. We simulated four different sphere sizes, repre-
sented by a Lennard-Jones size parameter σ = 3, 6, 9 and 12 nm. The 
simulations were performed using the Large-scale Atomic/Mo-
lecular Massively Parallel Simulator (LAMMPS) (94) molecular 
dynamic software, under number volume temperature (NVT) con-
ditions, using a reduce length unit ru = 10 nm and a reduced tem-
perature T∗ = 2.5. The interaction parameters, described in the 
standard LAMMPS input notation, are the following:

units lj
atom_style ellipsoid
set type 1 shape 1.0 1.0 0.5  # Ellipsoids
set type 2 shape 0.3 0.3 0.3  # Spheres (in this case, 3 nm diameter)
#
# pair_style gayberne gamma upsilon mu cutoff
pair_style gayberne 1.0 1.0 1.0 3.0
#
# pair_coeff ty1 ty2 eps sig (eps_a eps_b eps_c)_i (eps_a eps_b eps_c)_j
pair_coeff 1 1 1.0 1.0  1.7 1.7 3.4  0.0 0.0 0.0
pair_coeff 1 2 1.0 1.0  1.7 1.7 3.4  0.0 0.0 0.0
pair_coeff 2 2 1.0 1.0  1.7 1.7 1.7  0.0 0.0 0.0

ChIP-seq analysis
Using data available through ENCODE (table S2) (67–69), we ana-
lyzed the relationship between serine-5 phosphorylated RNA poly-
merase (Pol-II PS5; initiation of transcription) (65) and epigenetic 
marks as follows. RefSeq gene positions were consolidated to a sin-
gle, longest defined start/stop position of the reported isoforms of 
the same gene annotation. Following consolidation, the mean loca-
tion of each peak for the different marks (table S2) was identified 
such that their P value was <0.1. Genes were then organized by the 
cumulative number of PolII-PS5 peaks within each gene from 1 to 
15 in HCT-116 cells. The absolute linear distance from each PolII-
PS5 to the nearest chromatin mark was then calculated. The cumu-
lative density function of distances was used to identify the average 
distance as a function of the number of identified peaks with a linear 
regression fit to the resulting value as shown. With respect to the 
per-chromosome analysis, the total segment length of each mark 
was calculated, and marks were compared to the coverage of PolII-
PS5 across the somatic chromosomes with the exclusion of X and Y 
chromosomes from this analysis due to their distinct mechanisms of 
heterochromatin formation.

Phenomenological loop domain formation model
We developed a computational model to describe three primary 
rules that regulate the polymeric structure-function of chromatin 
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domains: (i) Returns (loops) create local areas of high density 
from long-range confinement, (ii) nucleosome remodeling en-
zyme localization depends on their excluded volume interactions 
with polymeric domains, and (iii) transcriptional reactions non-
monotonically depend on local crowding conditions from the com-
petition between enzyme diffusivity and the free-energy of the 
chemical reactions resulting in a zone of optimal efficiency (Fig. 
3A). For simplicity, we describe transcription as the primary gen-
erator of returns. One could also include cohesin-mediated loop 
extrusion as a second process, but the consequence is like transcrip-
tion alone.

We start by defining basic physical properties of a PD formed 
from polymeric folding of chromatin in nuclear space. We define ϕ 
as the chromatin volume fraction (CVC within the main text), the 
space occupied by chromatin in the theoretical volume. ϕ = 0 de-
notes a volume free of chromatin, and ϕ = 1 represents a fully filled 
volume occupied by the chromatin polymer. Since chromatin be-
haves as a power-law polymer at domain length scales, ϕ directly 
relates to folding properties that are infrequently used in the context 
of gene regulation. From prior work in ChromEMT, the smallest 
element of the chromatin polymer chain, rmin, is ~10 nm. The den-
sity of chromatin within a volume can then be described by from the 
relationship from rmin by the scaling exponent, D, and the efficiency 
with polymer fills this space A (the packing efficiency).
Rule 1
Within a domain volume, one can consider loops per unit volume as 
quantizable events (“loopons”), N, as a function of their spatial and 
genomic distance. In a relaxed polymer without returns or confine-
ment, the likelihood of two segments of a polymer in contact decays 
exponentially as a function of the linear genomic separation, X, by 
the contact-scaling exponent, s. In the context of a crowded nucleus 
with enzymatically mediated but infrequent looping events, loop 
events arise stochastically from confinement or from transcription 
creating quantized events along a segment that decreases the dis-
tance. Contact scaling of the segments as a function of genomic dis-
tance depends on the frequency of loop events by s ≈ ln

(
N0

N

)
∕ ln

(
X

X0

)
. 

From imaging experiments and polymer modeling, contact scaling 
relates to D by s ~ 1/D [which has been described extensively by Li 
et al. (29)]. We consider a fractal random walk polymer approximate 
for which s ~ 3/D. Thus, it arises that the effect of loop frequencies in 
a nuclear volume are quantifiable by

where X0 is the base genomic chain length and N0 is the base loop vol-
ume fraction. It is reasonable to start with a distance ratio (X/X0) of ~24 
(gene length on average, ~24 kbp; chain length, ~1 kbp) and use N0 ~ 1 
to indicate that each base pair cannot be split between two separate 
loops. From this relationship, we can then calculate the NOpt, the opti-
mal loop capacity for a given set of conditions (for example, monomer-
monomer and monomer-solvent interactions) within the volume.

The change in the domain D over time, D(t), depends on the evo-
lution of the total number of loops over time, N(t), and their change 
over time as follows

In principle, N can be positive or negative, as it quantizes loop 
behavior along a chain to describe loop formation and loss. The total 
N is the sum of the loop volume fraction from enzymatic processes 
(primarily transcription; Nt) and entropic events (NΔs)

While N is generally positive, Nt and NΔs can be negative repre-
senting the elimination of previously formed loops. From the rea-
sonable assumption that transcription can only occur when engaged 
in euchromatic segments, ϕe, active transcription results in the for-
mation of returns that are actively removed via the family of topoi-
somerases (TOPs). Consequently, loops mediated by transcription 
evolve by

Here, ΓPOL2 denotes the rate of transcriptional mediated loop 
formation, and ΓTOP is the rate at which topoisomerase degrade 
these loops.

We can similarly incorporate the formation and degradation of 
entropic loops through the interplay between optimal loop capacity 
NOpt and the current loop occupancy N

with ΓΔs being the rate of entropic loop formation and decay, which 
captures the process by which loops evolve independent of protein-
mediated extrusions. From Eqs. 3 to 5, we can model the time evo-
lution of loop formation, and Eqs. 1 and 2 model the formed 
domain structure.
Rule 2
Having described how N intersects with D in domains, we can use 
the relationship between D, ϕ, and A to describe the temporal 
evolution of the space-filling properties of domains. Chromatin is 
frequently described by the functional modifications into hetero-
chromatin (poorly accessibly, ϕh) and euchromatin (highly accessi-
ble, ϕe). The total ϕ is therefore the sum of euchromatin and 
heterochromatin in the theoretical volume, ϕ = ϕe + ϕh. Consider-
ing that CVC decreases with radial distance r from the center of a 
chromatin domain as 

(
r∕rmin

)D−3 and restricting the focus in time 
during the timescales of return formation through possible degra-
dation, we quantify the temporal evolution of domains and their 
average volume fraction by

From Eq. 6, the temporal evolution of ϕ in relation to the poly-
meric folding of the chromatin in the limiting case of a perfectly 
space-filling, efficiently packed polymer A = 1 and D = 3 converges 
as expected to the value of 1 (fully compacted). Likewise, ϕ(t) will 
converge to A(t) in the limiting case of D = 3 or to 3*A(t)/D(t) for 
r =  rmin. From ChromEMT data (25), a heterochromatin chain is 
more tightly packed; therefore, A is proportionally related to the 
fraction of euchromatin and heterochromatin. We define A of a do-
main that is fully euchromatic as Ae and fully heterochromatic as Ah. 
Experimentally, we observe that domains exist with A = 1 and are 
therefore presumably fully heterochromatic chains result in Ah = 1. 

D ≅ 3 ∗

[
log

(
X

X0

)/
log

(
N0

NOpt

)]

(1)

dD(t)

dt
=

N �(t)

N(t)
×

D(t)

log
[
N(t)∕N0

] (2)

N = Nt + NΔs (3)

dNt(t)

dt
= ϕe(t)ΓPOL2 − Nt(t)ΓTOP (4)

dNΔs

dt
= ΓΔs ∗

[
NOpt−N(t)

]
(5)

ϕ(t) = ϕe(t) + ϕh(t) =
3

D(t)
× A(t)

(
rmin

r

)3−D(t)

(6)
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We can then extrapolate A for intermediate fractions of euchroma-
tin and heterochromatin as follows

where Ae is less than 1. Chromatin-modifying enzymes have a dis-
tinct distribution of sizes that correlates with their posttranslational 
modification of nucleosomes (Fig. 2B). From SR-EV simulations 
(Fig. 2, C and D), enzyme size results in a spatial preference for het-
erochromatin enzymes localizing within a domain interior, whereas 
larger euchromatin enzymes and transcription factors favor the pe-
riphery (Fig. 2, C and D).

To model this, we create a generalized reaction rate equation 
based on prior work studying the interactions of excluded volume 
with transcription reactions for each reactant group: RNA poly-
merase (ΓPOL2), topoisomerase (ΓTOP), heterochromatic modifiers 
(Γh), and euchromatic modifiers (Γe). As an approximation, this can 
be captured by

Equation 8 is then used to account for differences in activity 
based on the likelihood of localization of the enzyme and scaled 
relative to the size of Pol-II (47). This is modeled by the rate coeffi-
cients, Bx, to account for differences in protein activity as an initial 
approximation, as we expect that some proteins have different rates 
of activity based on their sizes in diffusion-limited reactions with 
smaller proteins have a greater Bx than larger ones. Naturally, there 
is a ϕ at which the protein can no longer diffuse or perform its func-
tion due to its size, which is denoted as σx. The values of Bx and σx 
that can then be used for each type of protein type for this model can 
be found in table S1 and depend on the findings from the SR-EV 
simulations in Fig. 2.

The change in the domain structure from these enzymatic pro-
cesses is thus quantified by

which captures the change in domain density from the rate of compac-
tion of euchromatin into heterochromatin via heterochromatin-
modifying proteins (SUV39H1/2 or HDACs) and the rate of 
decompaction of heterochromatin into euchromatin.

Over time, domain core densities will exclude larger proteins and 
only allow the transit of small molecules or heterochromatin pro-
teins. As a result, domain interiors become favorable for cross-
linking reactions from small proteins such as HP1a. To model this 
process in relation to the rate of entropic relaxation, we assume that 
HP1a cross-linking is a function of local density by, ps, and counter-
acts the maximal entropic rate BΔs

Even as domains have variations in their density radially, the 
probability distribution function of ϕ for these molecules in a do-
main is captured by

Extending this into the probability distribution function in a 
power-law domain, we observe that the

For the purposes of simulations, this can be expanded into the 
following analytic form

Rule 3
Excluded volume within the nucleus affects the transcription rate 
such that the resulting relationship of mRNA concentration as a 
function of ϕ has a nonmonotonic behavior with a peak centered 
around ϕ ~ 0.2 to 0.35 depending on the binding efficiency of tran-
scription reactants, the dissociation constants, and the efficiency of 
RNA polymerase synthesis. Crowding produces the observed non-
monotonic behavior from two competing processes: (i) Crowding 
without attractions slows molecule diffusion as a function of size 
and density; (ii) excluded volume facilitates stabilization of interme-
diary complexes by increasing the entropy of the system. We define 
this region of ideal density as the “goldilocks” zone, ϕGL

In turn, this can be converted to identify the radius where ideal 
conditions occur

Within the manuscript, the solved equations are as follows

A(t) =
{
[ϕh (t) + Ae ∗ ϕe (t)]∕[ϕh (t) + ϕe (t)]

}
(7)

Γx = Γx(t) = Bx ∗ ϕ ∗

(
1−

ϕ

σe

)
(8)

dϕ
h(t)

dt
−

dϕe(t)

dt
= ϕe(t)Γh(t) − ϕh(t)Γe(t) (9)

ΓΔs = BΔs ∗ e

(
−ϕh
ϕ∗ps

)
(10)

⟨Γx(r)⟩ = ∫PDΓx(ϕ) × pdf(ϕ)dϕ (11)

pdf(ϕ) ∝
(
rmin

r

)3−D

× r
2

(12)

⟨Γx⟩=Bx ∗A∗D ∗
�
rmin

r

�D
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A
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r
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r
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∗
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ϕc

�[3−2∗D∕(D−3)]

⎫
⎪
⎪
⎬
⎪
⎪⎭

(13)

ϕGL = A ∗

(
rGL

rmin

)D−3

(14)

rGL = rmin ∗

(
ϕGL

A

)[1∕(D−3)]
(15)

N = Nt + NΔs (3)

dNt(t)

dt
= ϕe(t)ΓPOL2 − Nt(t)ΓTOP (4)

dNΔs

dt
= ΓΔs ∗

[
NOpt−N(t)

]
(5)

ϕ(t) = ϕe(t) + ϕh(t) =
3

D(t)
× A(t)

(
rmin

r

)3−D(t)

(6)

dϕh(t)

dt
−

dϕe(t)

dt
= ϕe(t)Γh(t) − ϕh(t)Γe(t) (9)

ΓΔs = BΔs ∗ e

(
−ϕh
ϕ∗ps

)

(10)
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and the following initial conditions are D(0)  =  2.01, Nt(0)  =  0, 
NΔs(0) = NOpt, and ϕh (0) = 0 where NOpt will depend on D. When 
solving for Dpd, Nt, NΔs, ϕe, and ϕh, simulations were run until N 
reached a derivative of zero, indicating that the system had reached 
a steady state. Remaining parameters present within table S3.
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